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Abstract

This paper addresses the capacitated lot-sizing problem involving the production of multiple items on unrelated parallel machines. A production plan should be determined in order to meet the forecast demand for the items, without exceeding the capacity of the machines and minimize the sum of production, setup and inventory costs. A heuristic based on the Lagrangian relaxation of the capacity constraints and subgradient optimization is proposed. Initially, the heuristic is tested on instances of the single machine problem and results are compared with heuristics from the literature. For parallel machines and small problems the heuristic performance is tested against optimal solutions, and for larger problems it is compared with the lower bound provided by the Lagrangian relaxation.
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1. Introduction

The lot-sizing problem over periods of a finite horizon consists of determining how much to produce of each item in order to satisfy the demand in each period without violating capacity constraints. The resulting production plan should minimize the sum of setup, production and inventory costs. This problem is known in the literature as the capacitated lot-sizing problem (CLSP), which can model single stage and multistage production structures. There has been a vast amount of research in this area and surveys can be found in

Belvaux and Wolsey (2001) discuss models for lot-sizing problems and present valid inequalities to obtain tight mixed-integer programs, which can be solved by commercial systems such as XPress and CPLEX. Wolsey (2002) suggests a classification for lot-sizing problems and indicates for each problem class families of valid inequalities, existence of tight reformulations and complexity of the optimization algorithms.

This paper deals with the single stage CLSP in the setting of unrelated parallel machines. Each item can be produced on any machine and a setup time is incurred before starting production. It is well known that the presence of setup times poses hard difficulties (Trigeiro, 1987) in devising efficient optimal algorithms and heuristics. It has been shown by Maes et al. (1991) that the problem of finding a feasible solution in this case is NP-complete.

Focusing on previous works that deal with the single stage, single machine CLSP with setup times it can be noted that few solution methods have been proposed. For the single stage problem, optimal algorithms based on the branch-and-bound method have been developed by Diaby et al. (1992a) and Armentano et al. (1999). The optimal cross decomposition method by Van Roy (1983) was used by Souza and Armentano (1994) to solve the problem with bounds on the production variables. Heuristic methods have been proposed to overcome the limitations of optimal methods. Trigeiro et al. (1989) suggest a heuristic based on the Lagrangian relaxation of the capacity constraints and subgradient optimization. At each step of the subgradient method a procedure, which shifts production between periods, is used to obtain a feasible solution. A similar approach was proposed by Lozano et al. (1991) and Hindi et al. (2003). Diaby et al. (1992b) also suggest a heuristic based on the Lagrangian relaxation of the capacity constraints. At the end of the subgradient optimization the setup decisions are retained and transportation problems are solved in order to obtain feasible production quantities. Recently, Jans and Degraeve (2004) developed improved lower bounds. Extensions of this problem have been considered in the literature. Özdamar et al. (2002) include overtime, Hung and Hu (1998, 2003) consider multiple capacitated resources and backorder. Gopalakrishnan et al. (2001) propose a tabu search algorithm for the CLSP with setup carryover, and also apply the algorithm for solving the CLSP without carryover.

The research reported in the literature on lot sizing in parallel machines is quite limited. Sung (1986) suggests a dynamic programming algorithm to solve a single item, parallel facility production planning model without capacity constraints and no backlogging allowed. Lasdon and Terjung (1971) propose a heuristic for the discrete lot-sizing and scheduling problem (DLSP) for identical parallel machines without setup time. In the DLSP only one item can be produced per machine and per period and, if so, production uses the full capacity. Carreno (1990) proposes a heuristic for the economic lot scheduling problem (ELSP) for identical parallel machines with setup times. The ELSP is a continuous time and infinite horizon model with constant demand rate for each item. To the best of our knowledge the CLSP for unrelated parallel machines, denoted CLSPP, has not been addressed in the literature.

This paper proposes a heuristic based on the Lagrangian relaxation of the capacity constraints and subgradient optimization for solving the CLSPP. At every step of the subgradient method feasibility procedure and an improvement procedure are applied to the solution of the Lagrangian problem. Both procedures are based on shifts of production amounts between periods and machines in an attempt to construct a capacity feasible solution and improve it. Initially, the heuristic is tested on instances generated by Trigeiro et al. (1989) for the single machine problem and its performance is compared with that of Trigeiro et al. (1989) and Gopalakrishnan et al. (2001). For parallel machines and small problems the heuristic solutions are compared with optimal solutions and for larger problems involving up to 50 items, 18 periods and 6 machines the heuristic performance is tested against the lower bound provided by the Lagrangian relaxation.
2. Problem formulation

In order to state the problem mathematically, let
\[ s_{ij} \] setup cost of item \( i \) on machine \( j \);
\[ c_{ij} \] unit production cost of item \( i \) on machine \( j \);
\[ h_i \] unit inventory cost of item \( i \);
\[ d_{it} \] demand of item \( i \) in period \( t \);
\[ b_{ij} \] time to produce one unit of item \( i \) on machine \( j \);
\[ f_{ij} \] setup time of item \( i \) on machine \( j \);
\[ C_j \] capacity of machine \( j \) (in units of time);
\[ x_{ijt} \] amount of item \( i \) produced on machine \( j \) in period \( t \) (a decision variable);
\[ y_{ijt} \] a binary variable which assumes value 1 if item \( i \) is produced on machine \( j \) in period \( t \) and 0, otherwise (a decision variable);
\[ I_{it} \] inventory of item \( i \) at the end of period \( t \) (a decision variable);
\[ M \] an upper bound on \( x_{ijt} \).

The CLSPP can be formulated as the following mixed integer programming model.

\[
\text{Minimize} \quad \sum_{t=1}^{T} \sum_{j=1}^{m} \sum_{i=1}^{n} (s_{ij}y_{ijt} + c_{ij}x_{ijt}) + \sum_{t=1}^{T} \sum_{i=1}^{n} h_i I_{it}
\]

subject to

\[
\sum_{j=1}^{m} x_{ijt} + I_{it-1} - I_{it} = d_{it} \quad i = 1, \ldots, n; \quad t = 1, \ldots, T,
\]

\[
\sum_{i=1}^{n} (b_{ij}x_{ijt} + f_{ij}y_{ijt}) \leq C_j \quad j = 1, \ldots, m; \quad t = 1, \ldots, T,
\]

\[
x_{ijt} \leq My_{ijt} \quad i = 1, \ldots, n; \quad j = 1, \ldots, m; \quad t = 1, \ldots, T,
\]

\[
y_{ijt} \in \{0, 1\}, x_{ijt} \geq 0, I_{it} \geq 0 \quad i = 1, \ldots, n; \quad j = 1, \ldots, m; \quad t = 1, \ldots, T.
\]

The objective function expresses the sum of setup, production and inventory costs. Constraints (1) represent the inventory balance equations. Constraints (2) indicate that the amount of capacity used for production is limited. Constraints (3) ensure the incidence of a setup cost and a setup time when \( x_{ijt} \) is positive. Backlogging is not allowed as indicated by the nonnegative restriction on \( I_{it} \) in (4).

3. Lagrangian relaxation

Consider the Lagrangian relaxation with respect to the capacity constraints (2) and let \( \mu_{jt} \geq 0, j = 1, \ldots, m; \quad t = 1, \ldots, T \) denote the associated Lagrangian multipliers. The resulting Lagrangian problem is given by

\[
g(\mu_{jt}) = \text{Minimize} \quad \sum_{t=1}^{T} \sum_{j=1}^{m} \sum_{i=1}^{n} (s_{ij}y_{ijt} + c_{ij}x_{ijt}) + \sum_{t=1}^{T} \sum_{i=1}^{n} h_i I_{it}
\]

\[
+ \sum_{j=1}^{m} \mu_{jt} \left[ \sum_{i=1}^{n} (b_{ij}x_{ijt} + f_{ij}y_{ijt}) - C_j \right]
\]

subject to (1), (3), and (4).
It is easy to see that $g(\mu_{jt})$ decomposes into the sum of the constant $-\sum_{t=1}^{T}\sum_{j=1}^{m}\mu_{jt}C_{j}$ and $n$ independent subproblems, one for each item, with the form

$$g(\mu_{jt}) = \text{Minimize} \sum_{t=1}^{T}\sum_{j=1}^{m}[(s_{ij} + \mu_{jt}f_{ij})y_{ijt} + (c_{ij} + \mu_{jt}b_{ij})x_{ijt}] + \sum_{t=1}^{T}h_{t}I_{jt}$$

subject to

$$\sum_{j=1}^{m}x_{ijt} + I_{jt-1} - I_{jt} = d_{jt}, \quad t = 1, \ldots, T;$$

$$x_{ijt} \leq My_{ijt}, \quad j = 1, \ldots, m; \quad t = 1, \ldots, T;$$

$$y_{ijt} \in \{0, 1\}, \quad x_{ijt} \geq 0, I_{jt} \geq 0 \quad j = 1, \ldots, m; \quad t = 1, \ldots, T.$$

Note that $g(\mu_{jt})$ is a minimization problem with a concave objective function and linear constraints. It follows that the minimum occurs in an extreme point, which in the case of a polyhedral set has at most the number of constraints ($T$) nonzero variables. If $d_{jt} > 0$, then either $I_{jt-1} > 0$ or $x_{ijt} > 0$ for some $j \in \{1, \ldots, m\}$. Thus, every extreme point must satisfy the following property:

$$I_{t-1}x_{ijt} = 0, \quad j = 1, \ldots, m; \quad t = 1, \ldots, T.$$

The characterization of an extreme point above is a generalization of the single machine case which was stated by Wagner and Whitin (1958). It is also valid in the case where $d_{jt} = 0$ for some $t$ and the reasoning follows the same line presented by Johnson and Montgomery (1974). Based on this characterization, we extended the single machine dynamic programming algorithm proposed by Evans (1985) and used it to solve the Lagrangian problem.

The subgradient method was used to maximize the dual function $g(\mu_{jt})$ over $\mu_{jt} \geq 0, j = 1, \ldots, m, t = 1, \ldots, T$. The algorithm proposed by Held et al. (1974) and the modified algorithms suggested by Camerini et al. (1975) and Crowder (1976) were implemented and a better dual function value was achieved by the first algorithm for a given number of iterations. The step size in the direction of the subgradient is proportional to a parameter $\lambda$ and the most effective rule for generating a decreasing sequence for $\lambda$ is characterized by the parameters $(\lambda_{0}, r_{0}, d, r_{m})$, which can be described as follows (Held et al., 1974; Crowder, 1976). The sequence is started by letting $\lambda = \lambda_{0}$ for $r = r_{0}$ iterations. Both $\lambda$ and $r$ are then divided by $d$; the sequence now has this new value of $\lambda$ for $r$ iterations, at the end of which both $\lambda$ and $r$ are again divided by $d$. This process is repeated until $r \leq r_{m}$, thereafter, $\lambda$ is divided by $d$ every $r_{m}$ iterations. The upper bound used in the subgradient algorithm is initially set to a large number and then it is updated according to the value of the incumbent solution. Computational tests have shown that suitable values for the parameters are $(1.75, 25, 2, 10)$ and that the number of iterations should be set to 150.

4. Heuristic description

The heuristic suggested for solving CLSPP contains three phases. Given a capacity infeasible solution obtained by minimizing the Lagrangian problem the feasibility phase shifts production between periods and machines in an attempt to find a feasible solution for the problem with additional capacity, i.e., $(1 + z)C_{c}$, where $z$ is chosen in the interval $[a, b]$ with uniform probability. The idea is to distribute the capacity excess among the periods. If the resulting solution is infeasible, then the feasibility phase is again applied, now with the original capacity $C_{c}$. Finally, the improvement phase starts from a feasible solution and searches for lower cost feasible solutions. The feasibility phase is applied to the solution of the Lagrangian problem at every step of the subgradient method. The proposed heuristic is summarized by the following algorithm:
Step 1. If the solution obtained by minimizing the Lagrangian problem is feasible go to Step 6.

Step 2. Increase the capacity of machine by the factor \((1 + a)\), with \(a\) selected in the interval \([a, b]\) with uniform distribution;

Step 3. Apply the feasibility phase;

Step 4. If the solution is infeasible return to the original capacity and apply the feasibility phase.

Step 5. If a feasible solution is found, apply the improvement phase and go to Step 6; else, execute an iteration of subgradient optimization and go to Step 1;

Step 6. Update the incumbent solution.

4.1. Feasibility phase

Assume that a solution violates constraints (2), i.e. the capacity of at least one machine \(j\) is exceeded in at least one period \(t\). A feasible solution is searched by moving production on machine \(j\) from period \(t\) to another period and another machine or to the same period \(t\) and another machine.

Let
\[
\Delta(j, t) = \sum_{i=1}^{n} (b_{ij} x_{ijt} + f_{ij} y_{ijt}) - C_j,
\]
and define \(a^+ = \max\{a, 0\}\).

The capacity exceeded on machine \(j\) in period \(t\) is represented by
\[
\text{Excess}(j, t) = \Delta(j, t)^+.
\]

In order to eliminate \(\text{Excess}(j, t)\) one considers moving a quantity \(q\) of an item \(i\) produced in \((j, t)\) to \((jl, tl)\) with \(jl \neq j\) and/or \(tl \neq t\). The quantity \(q\) is chosen as
\[
q = \min\{Z_{ijt}, Q_{ijt}\},
\]
where \(Z_{ijt}\) = maximum amount of item \(i\) produced on machine \(j\) that can be transferred from period \(t\) to period \(tl\). This amount depends whether \(tl < t\) or \(tl > t\), and
\[
Q_{ijt} = \frac{\text{Excess}(j, t)}{b_{ij}}.
\]

Note that if \(Q_{ijt} \leq Z_{ijt}\), then \(Q_{ijt}\) represents the exact amount of item \(i\) that reduces \(\text{Excess}(j, t)\) to zero.

The selection of the quadruple \((q, i, jl, tl)\) which denotes the quantity \(q\) of the item \(i\) to be moved to a machine \(jl\) in period \(tl\) is such that it minimizes the following criterion, which represents a tradeoff between cost variation and capacity violation:

\[
\frac{\text{Cost}_\text{variation} + \beta \cdot \text{Penalty}}{\text{Excess}_\text{reduction}}.
\]

The cost variation caused by the transference of the quantity \(q\) of the item \(i\) moved from \((j, t)\) to \((jl, tl)\) is given by
\[
\text{Cost}_\text{variation} = \frac{q \cdot h_{i}(t - tl) + (1 - y_{i,jl,tl}) s_{ijl} - \delta_{1} s_{ijl}}{(\text{solution}_\text{value})/(Tmn)},
\]
where solution value denotes the cost of the current solution, before performing the transference, and
\[
\delta_{1} = \begin{cases} 
1, & \text{if } q = x_{ijt}, \\
0, & \text{if } q < x_{ijt}.
\end{cases}
\]
The penalty in (5) is a nonnegative term that can be interpreted as a cost for overuse of capacity in \((j, t)\) and \((jl, tl)\), and is expressed as

\[
\text{Penalty} = \left\{ \frac{\text{Excess}_{\text{after}}(j, t)}{C_j} + \frac{\text{Excess}_{\text{after}}(jl, tl) - \text{Excess}_{\text{before}}(jl, tl)}{C_{jl}} \right\},
\]

where

\[
\begin{align*}
\text{Excess}_{\text{after}}(j, t) &= [\Delta(j, t) - (q b_{ij} + f_{ij} \delta_1)]^+, \\
\text{Excess}_{\text{after}}(jl, tl) &= [\Delta(jl, tl) + (q b_{i,jl} + (1 - y_{i,jl,t}) f_{i,jl})]^+, \\
\text{Excess}_{\text{before}}(jl, tl) &= \Delta(jl, tl)^+.
\end{align*}
\]

The factor \(\beta\) in (5) denotes the penalty weight, which is increased when a feasible solution cannot be found with its current value. Finally, the denominator Excess Reduction in (5) is the difference between Excess after \((j, t)\) and Excess before \((j, t)\), i.e.

\[
\text{Excess}_{\text{reduction}} = \frac{q b_{ij} + f_{ij} \delta_1}{C_j}.
\]

The feasibility phase consists of a number of \(p\) sequences of backward and forward steps. In the first sequence the penalty weight is set to \(\beta\). If a feasible solution is not found then the weight is increased to \(2\beta\) in the second sequence to give more importance to the capacity constraint violation. In the \(p\)th sequence, the weight becomes \(p\beta\), and in case a feasible solution is not found, then either the problem has no feasible solution or the feasibility phase fails to produce a feasible solution.

4.2. Backward shifts

Production shifts from periods \(t = T, T - 1, \ldots, 2\) to earlier periods \(tl\) are examined in that order. For each pair machine-period \((j, t)\) which exceeds the capacity \(C_j\), one moves quantities \(q\) of items produced in \((j, t)\) to other pairs \((jl, tl)\) until the capacity constraint in \((j, t)\) is satisfied. For a given item \(i\) the periods \(tl\) are such that \(\tau \leq tl \leq t\), where \(\tau = \max\{1, \text{the last period before} t\}\) in which there is production of item \(i\), and if \(tl = t\) then \(jl \neq j\).

From constraints (1) it follows that the move of the quantity \(q\) of \(x_{ijt}\) to a period \(tl < t\) causes the inventory levels \(I_{ikt} = tl, \ldots, t - 1\) to be increased by \(q\). Thus,

\[
Z_{ijt} = x_{ijt}.
\]

If after all moves, the capacity constraints in period one are met then a feasible solution is obtained. Otherwise, forward shifts are applied as described next.

During computational tests a kind of cycling was detected by the indefinite transfer of the same item between two machines in the same period. In order to avoid this, a cycle counter was included to prevent this situation. This counter is represented by a matrix Cycle \((i, j)\) and its elements take on the value zero, when shifts are started in period \(t\). At each shift of an item \(i\) to a machine \(j\) the element Cycle \((i, j)\) is incremented by one and to avoid cycles we allow a shift of an item \(i\) to a machine \(j\) only if Cycle \((i, j)\) < 2.

The backward procedure is described by the following algorithm:

**Step 1.** Let \(t = T\);
**Step 2.** Initialize the cycle counter;
**Step 3.** If no machine has capacity violation, go to **Step 7**;
**Step 4.** Compute the best shift of item \(i\) produced in period \(t\) and machine \(j\);
**Step 5.** Execute the shift;
Step 6. If the capacity of this machine is violated, go to Step 4, otherwise go to Step 3;
Step 7. Let \( t = t - 1 \);
Step 8. If \( t \geq 2 \) go to Step 2, otherwise stop.

At iteration \( t \), \( nm \) operations are performed in Step 2 to initialize the matrix of the cycle counter with elements equal to zero. In the worst case, we have \( n \) items produced on a single machine that can be moved to all \( m \) machines and all \( T \) periods, i.e., \( O(nmT) \) operations are performed in Step 4. The best shift of an item \( i \) produced in period \( t \) and on machine \( j \) is computed by (5). At most \( T \) operations are performed in Step 5 to update the inventory amount in each period. Steps 4–6 correspond to an internal loop that moves at most \( n \) items while there are capacity violated machines, and hence its complexity is \( O(n) \). Steps 3–7 constitute a loop that is repeated at most \( O(nm) \) times due to the cycle counter, i.e., an item can leave the same machine twice, thus in the worst case \( n \) items can leave twice \( m \) machines. Thus, the resulting complexity for the backward procedure is \( O(n^3m^2T^3) \).

4.3. Forward shifts

Production shifts from periods \( t = 1, 2, \ldots, T - 1 \) to later periods \( tl \) are examined in that order. For each pair machine-period \( (j, t) \) which exceeds the capacity \( C_j \) one moves quantities \( q \) of items produced in \( (j, t) \) to other pairs \( (jl, tl) \). For a given item \( i \) the periods \( tl \) are such that \( t \leq tl \leq \tau \), where \( \tau = \min\{ T, \text{the first period after } t \text{ in which there is production of item } i \} \), and if \( tl = t \) then \( jl \neq j \).

From constraints (1) it follows that the move of the quantity \( q \) of \( x_{ijt} \) to a period \( tl > t \) causes the inventory levels \( I_{ik}, k = t, t + 1, \ldots, tl \) to be reduced by \( q \). Since \( I_{ik} \) is nonnegative and nonincreasing, it follows that
\[
Z_{ijt} = \min\{ x_{ijt}, I_{i,t-1} \}.
\]

If after all moves the machine capacity constraints are met then a feasible solution is obtained. Otherwise, backward shifts are applied again. Cycling as described above can also occur here, and the complexity of the forward procedure is identical to the backward procedure.

The feasibility phase is described by the following algorithm:

Step 1. Let count = 1;
Step 2. If the solution obtained is feasible or count > \( p \), stop;
Step 3. Apply the backward shifts;
Step 4. If the solution obtained is feasible, stop;
Step 5. Apply the forward shifts;
Step 6. Count = count + 1;
Step 7. Go to Step 2.

4.4. Improvement phase

This phase starts from a feasible solution and searches for lower cost solutions by performing backward and forward production shifts while maintaining capacity feasibility. In the backward stage initially, a pair machine-period \( (jl, tl) \) with capacity slack is identified and this is done by examining \( tl = T, \ldots, 1 \) and \( jl = 1, \ldots, m \), in that order. One then considers moving production from the pairs \( (j, t) \) with \( t = T, \ldots, tl \) and \( j = 1, \ldots, m \) to the pair \( (jl, tl) \) with capacity slack. Let

\[
\text{Slack}(jl, tl) = [-\Delta(jl, tl)]^+\]

denote the capacity slack of machine \( jl \) in period \( tl \).
The quantity of a given item $i$ produced in $(j, t)$ to be transferred to $(jl, tl)$ with $t \geq tl$ is given by

$$q = \min \left\{ \frac{\text{Slack}(jl, tl) - (1 - y_{i,j,l,t}) f_{i,j}}{b_{i,j,l}}, x_{ijt} \right\}.$$  \hspace{1cm} (6)

The first term in (6) represents the maximum amount of item $i$ that can be transferred to $(jl, tl)$ without violating the capacity $C_j$, and the second term results from the production $x_{ijt}$. The selected quadruple $(q, i, j, t)$ is the first one that yields cost reduction. If $\text{Slack}(jl, tl)$ is still positive after the transference, the process is repeated in an attempt to further reduce the cost. The forward procedure is similar to the backward procedure, except by the quantity to be transferred

$$q = \min \left\{ \frac{\text{Slack}(jl, tl) - (1 - y_{i,j,l,t}) f_{i,j}}{b_{i,j,l}}, \min\{x_{ijt}, \min_{t \leq k \leq l} \} \right\}.$$  \hspace{1cm} (7)

5. Computational results

The heuristic was programmed in C and tests were run on 2.08 GHz AMD Athlon XP2600 + microcomputer, 1GB RAM and Linux operational system. Computational tests involve three experiments. In the first one, the heuristic is tested for the single machine CLSP and its performance is compared with the heuristics proposed by Trigeiro et al. (1989) and Gopalakrishnan et al. (2001) on instances provided by the first authors. In the second experiment, the heuristic is tested on randomly generated small instances of the CLSPP, which were solved to optimality by using the solver CPLEX 7.5.0. In the third experiment, the heuristic is tested on randomly generated larger instances of the CLSPP involving up to 50 items, 6 machines and 18 periods and the solutions quality are evaluated by the lower bound generated by the Lagrangian relaxation. In all experiments, for each instance the heuristic is applied ten times in order to check its robustness relative to the random capacity factor $\alpha$. Suitable values for the parameters required by the heuristic were found by computational tests and are as follows: $\alpha \in [0.05, 0.20]$, $\beta = 0.15$ and $p = 15$.

5.1. Results for experiment 1

Table 1 shows the results for the instances of single machine CLSP, which are divided in three groups. Group EW contains 58 instances with 6 items and 15 periods, 6 instances with 4 items and 15 periods and 6 instances with 8 items and 15 periods. The group FG has 70 instances with 6 items and 15 periods and 71 instances with 6, 12 and 24 items, and 15 and 30 periods. There are five problems for each combination of number of items and periods, except for the combination of 6 items and 15 periods for which there are 46 problems. Finally, Group X contains 540 instances with 20 periods and 10 items. Gopalakrishnan et al. (2001) applied the proposed tabu search algorithm, denoted (HG), to the groups FG and X of instances. Computational times for the proposed heuristic (H) and the heuristic developed by Trigeiro et al. (1989) (HT) are very small, not exceeding 2 seconds. The gaps in Table 1 are computed with respect to lower
bounds also provided by Trigeiro et al. (1989), whereas best and ties refer to the number of instances for which H outperformed HT, and the number of instances for which the heuristics reach the same least cost solution. First, note that the proposed heuristic is robust, since the mean, worst and best gaps among ten trials are very similar. The gaps for H and HT show that the heuristics are very competitive. For groups EW and FG, H is slightly superior to HT in terms of number of best solutions. On the other hand, HT performs better for group X. Finally, the gaps in Table 1 show that HG performs better than H and HT for group FG, but it is outperformed by H and HT for group X.

In the following, we present results for six instances of group FG, with 6, 12 and 24 items and 15 and 30 periods, one for each combination, which are considered difficult instances by Belvaux and Wolsey (2000). The optimal solutions for such instances were obtained by the solver CPLEX 7.5.0, spending on average 41 minutes in a station Sun Ultra 60. Table 2 shows the gaps for the solutions values found by HT and H relative to the optimal solution values. Computational times spent by the heuristic are below one second. Table 2 shows that heuristic H performs better than HT, in terms of mean gap for three instances.

5.2. Results for experiment 2

The heuristic was tested on a set of 80 small instances with number of items \( n = 8 \), number of machines \( m = 2 \), and number of periods \( T = 4 \), for which optimal solutions were obtained by using the solver CPLEX 7.5.0. The heuristic performance was evaluated in terms of the quality of the solution, the ability to find feasible solutions, and it is analyzed according to three factors: setup cost, setup time and capacity. Setup cost and setup time can be high or low and capacity can be normal or tight. For each combination of these three factors 10 instances were generated with cost parameters and machine capacities constant over time. The parameters were generated in an interval \( [a, b] \) with uniform distribution and denoted \( U[a, b] \):

- unit production cost \( (c_{ij}) \): \( U[1.5, 2.5] \),
- setup cost \( (s_{ij}) \): \( U[5.0, 95.0] \); low setup costs are generated in this interval and high setup costs are obtained by multiplying low setup costs by 10,
- unit inventory cost \( (h_i) \): \( U[0.2, 0.4] \),
- unit processing time \( (b_{ij}) \): \( U[1.0, 5.0] \),
- setup time \( (f_{ij}) \): \( U[10.0, 50.0] \); low setup times are generated in this interval and high setup times are obtained by multiplying low setup time by 1.5,
- demand \( (d_{it}) \): \( U[0, 180] \).

Capacity was generated as follows. The demand of each item in each period is split among the machines. The lot-for-lot policy is then applied to each machine and the average is taken over the number of machines and periods. This results in the following expression for the capacity in each period,

<table>
<thead>
<tr>
<th>GAP</th>
<th>HT Mean</th>
<th>Worst case</th>
<th>Best case</th>
</tr>
</thead>
<tbody>
<tr>
<td>G30</td>
<td>3.5</td>
<td>5.3</td>
<td>5.8</td>
</tr>
<tr>
<td>G53</td>
<td>0.9</td>
<td>3.1</td>
<td>3.8</td>
</tr>
<tr>
<td>G57</td>
<td>0.4</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>G62</td>
<td>2.3</td>
<td>2.1</td>
<td>2.3</td>
</tr>
<tr>
<td>G69</td>
<td>1.3</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>G72</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>
\[
\text{Cap} = \frac{\sum_{t=1}^{T} \sum_{j=1}^{m} \sum_{i=1}^{n} \left( \frac{d_{ij}}{m} b_{ij} + f_{ij} \right)}{m T}.
\]

In the above expression, the setup of every item takes place in every machine and period, which generates too much capacity for each period, specially for four and six machines. Preliminary computational tests using Cap disclosed that the generated solutions utilized a low capacity level, on average 70\% and 65\% for low and high setup costs. In order to generate instances with mean capacity utilization around 80\% for low setup cost and 2, 4 and 6 machines, we used the least squares method to fit a linear expression of the capacity as a function of the number of machines:

\[
\text{Cap}' = (1.18 - 0.07m) \text{Cap}.
\]

Tight capacity is obtained by multiplying Cap' by 0.9.

In order to evaluate the quality of the heuristic solutions the following relative deviations are considered:

\[
\text{GAP1} = \frac{z_H - z_L}{z_L} \cdot 100, \quad \text{GAP2} = \frac{z_0 - z_L}{z_L} \cdot 100, \quad \text{GAP3} = \frac{z_H - z_O}{z_O} \cdot 100,
\]

where

- \( z_H \) heuristic solution value,
- \( z_O \) optimal solution value,
- \( z_L \) lower bound provided by the Lagrangian relaxation.

Table 3 shows the heuristic behavior for the set of small instances. Note that GAP2 is larger for high setup costs, which seems to indicate the existence of a duality gap. This is probably due to the fact that for high setup costs the solution of the Lagrangian problem tends to have few machine setups, thereby resulting in a poor lower bound. GAP3 shows that the heuristic is better than the quality measure given by GAP1. Observe that the heuristic presents a better performance for low setup costs. For instances with tight capacity and high setup times, capacity constraints become tighter and as a result the number of feasible solutions obtained by the heuristic is smaller when compared to instances with tight capacity and low setup time. However, the gap of the feasible solutions is not altered. Running times for the heuristic are below one second for all instances, while CPLEX times varied between 1 and 8 seconds. The heuristic found the same number of feasible solutions as CPLEX, and FEA denotes the percentage of instances for which a feasible solution was found. We can also observe that the proposed heuristic is robust, since the mean, worst and best gaps are similar.

<table>
<thead>
<tr>
<th>Capacity/setup</th>
<th>FEA</th>
<th>GAP1</th>
<th>GAP2</th>
<th>GAP3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>W</td>
<td>B</td>
<td>M</td>
</tr>
<tr>
<td>NLL</td>
<td>100</td>
<td>1.5</td>
<td>1.6</td>
<td>1.3</td>
</tr>
<tr>
<td>TLL</td>
<td>93</td>
<td>3.2</td>
<td>3.7</td>
<td>2.8</td>
</tr>
<tr>
<td>NHL</td>
<td>100</td>
<td>15.8</td>
<td>20.7</td>
<td>14.6</td>
</tr>
<tr>
<td>THL</td>
<td>99</td>
<td>32.6</td>
<td>39.0</td>
<td>30.2</td>
</tr>
<tr>
<td>NLH</td>
<td>100</td>
<td>2.1</td>
<td>2.5</td>
<td>1.9</td>
</tr>
<tr>
<td>TLH</td>
<td>73</td>
<td>5.4</td>
<td>6.1</td>
<td>4.8</td>
</tr>
<tr>
<td>NHH</td>
<td>100</td>
<td>20.6</td>
<td>24.8</td>
<td>17.3</td>
</tr>
<tr>
<td>THH</td>
<td>70</td>
<td>41.7</td>
<td>43.5</td>
<td>34.4</td>
</tr>
</tbody>
</table>

\( a \) Capacity/setup cost/setup time (N) normal, (T) tight, (L) low, (H) high.
\( b \) (M) Mean, (W) worst case, (B) best case.
5.3. Results for experiment 3

In this experiment, the heuristic was tested on a set of 2880 instances of sizes $n = 6, 12, 25, 50; m = 2, 4, 6; T = 6, 12, 18$, which were generated as above. Table 4 shows the heuristic performance for all sizes, according to the three factors: setup cost, setup time and capacity. The cells of the table associated to columns GAP1 and Time represent the average, in seconds, over 360 instances, replicated 10 times. The high percentage of feasible solutions found shows that the heuristic is very effective. Note that larger gaps are associated with high setup costs and times and this may be due to the duality gap, as observed in Table 3. As in Table 3 a smaller number of feasible solutions is found by the heuristic in the case of tight capacity and high setup time. GAP3 shows that setup times do not affect the solution quality, but high setup costs cause a small deterioration in the solution. The maximum time required to solve an instance is less than 11 minutes, which is reasonable since the largest instance has 5,400 binary variables. For all instances, the heuristic presented small gap variations for the 10 replications.

The average capacity utilization of the heuristic solution in the case of normal capacity is 79% and 72% for low and high setup costs, respectively. For tight capacity the solutions utilized on average 85% and 77% of the capacity for low and high setup costs, respectively. The setup time consumes at most 12% of the normal or tight capacity. The improvement procedure yields gains ranging from 1% to 23%, being more significant for high setup costs, irrespective of the setup times.

Table 4
Heuristic performance for larger instances

<table>
<thead>
<tr>
<th>Capacity/setup</th>
<th>FEA</th>
<th>GAP1</th>
<th>Mean time</th>
<th>Max. time</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLL</td>
<td>99</td>
<td>2.0</td>
<td>3.9</td>
<td>70.9</td>
</tr>
<tr>
<td>TLL</td>
<td>98</td>
<td>3.4</td>
<td>8.9</td>
<td>183.5</td>
</tr>
<tr>
<td>NHL</td>
<td>99</td>
<td>11.7</td>
<td>5.3</td>
<td>49.7</td>
</tr>
<tr>
<td>THL</td>
<td>98</td>
<td>18.5</td>
<td>7.8</td>
<td>108.1</td>
</tr>
<tr>
<td>NLH</td>
<td>98</td>
<td>2.5</td>
<td>4.9</td>
<td>48.8</td>
</tr>
<tr>
<td>TLH</td>
<td>95</td>
<td>4.2</td>
<td>14.4</td>
<td>631.7</td>
</tr>
<tr>
<td>NHH</td>
<td>98</td>
<td>13.8</td>
<td>5.9</td>
<td>62.3</td>
</tr>
<tr>
<td>THH</td>
<td>96</td>
<td>23.5</td>
<td>8.4</td>
<td>95.5</td>
</tr>
</tbody>
</table>

* Capacity/setup cost/setup time: (N) Normal; (T) Tight; (L) Low; (H) High.

Table 5
Normal capacity, low setup time and low setup cost

<table>
<thead>
<tr>
<th>m</th>
<th>n</th>
<th>GAP1</th>
<th>Mean time</th>
<th>Improvement</th>
<th>Utilized capacity</th>
<th>FEA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>W</td>
<td>B</td>
<td>Gain</td>
<td>Mean time</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>2.2</td>
<td>2.5</td>
<td>1.8</td>
<td>0.3</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>2.0</td>
<td>2.1</td>
<td>0.8</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>0.3</td>
<td>0.4</td>
<td>0.2</td>
<td>1.5</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>2.6</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>5.8</td>
<td>6.0</td>
<td>5.7</td>
<td>0.9</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>1.8</td>
<td>2.1</td>
<td>1.5</td>
<td>1.7</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>0.3</td>
<td>0.4</td>
<td>0.3</td>
<td>3.0</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>6.2</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>10.4</td>
<td>11.2</td>
<td>9.6</td>
<td>1.6</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>2.4</td>
<td>2.8</td>
<td>2.0</td>
<td>3.1</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>0.9</td>
<td>1.0</td>
<td>0.7</td>
<td>6.9</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>14.9</td>
<td>0.1</td>
</tr>
</tbody>
</table>
Regarding the parameters that define the size of the generated instances, the heuristic behaves as follows. The increase of the number of periods does not affect the solution gap, and computational times increases accordingly. Tables 5 and 6 illustrate the effect of the number of items and number of machines on the heuristic performance, for instances with 12 periods, low setup time and low/high setup costs. For the remaining cases of different number of periods, high setup time and low/high setup costs the behavior of the heuristic is similar to that presented in Tables 5 and 6. These tables show the mean, worst and best gaps over 10 replications, the mean computational time, the mean gain and mean computational time due to the improvement phase, the mean capacity utilization and the mean capacity used for the setup time.

Tables 5 and 6 show that the solution gap decreases with the number of items, sometimes in a significant way as in the case of high setup cost and six machines, where the mean gap is 52.8% for 6 items and 1.7% for 50 items. The mean gap gain that results from the improvement phase is more significant for 6 and 12 items and the required computational time is low. In addition, the heuristic is able to find a feasible solution for almost all instances.

Comparing the results of Table 5 with those of Table 6, we note that the mean gap is higher for high setup cost, which is probably due to a duality gap. The mean gain is also higher in this case, due to the merge of setups. Finally, high setup cost implies fewer setups and consequently, a smaller setup time.

6. Conclusion

This paper dealt with the capacitated lot-sizing problem involving the production of multiple items on unrelated parallel machines. A simple heuristic based on the Lagrangian relaxation of the capacity constraints and subgradient optimization was proposed. Despite its simplicity it showed to be competitive with heuristics from the literature for the single machine capacitated lot-sizing problem. Results for parallel machines showed that the heuristic is fast and is able to find a high number of feasible solutions with high quality.
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